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ABSTRACT:
The effects of oil prices on macroeconomic indicators,
the capable of economic policy makers to diagnose
correctly relations between macroeconomic indicators
makes a significant contribution to ensuring stability.
In this study, the effect of oil prices on
macroeconomic variables of Russia has been analyzed
using Granger Causality and VAR model for the period
January 2010 - April 2017. The results of the studies
are expected that it will be a guide for economic
policy makers in Russia.
Keywords: Oil Prices, Russia, Granger Causality, VAR
analysis

RESUMEN:
Los efectos de los precios del petróleo en los
indicadores macroeconómicos, la capacidad de los
responsables de la política económica para
diagnosticar correctamente las relaciones entre los
indicadores macroeconómicos contribuye
significativamente a garantizar la estabilidad. En este
estudio, el efecto de los precios del petróleo sobre las
variables macroeconómicas de Rusia se ha analizado
utilizando Granger Causalidad y el modelo VAR para el
período de enero de 2010 a abril de 2017. Se espera
que los resultados de los estudios sirvan de guía para
los responsables de la política económica en Rusia.
Palabras clave: precios del petróleo, Rusia,
causalidad Granger, análisis VAR

1. Introduction
Oil is the most important non-renewable energy resource in the world. It is used as an
intermediate good in textile, defense and transportation industries as well as a raw material
in the world economy. Therefore, oil price changes are quite relevant to the world economy.
Oil price changes especially affect the oil-dependent countries (Alagöz et.al., 2017: 144).
Oil price changes effect oil exporting and importing countries very differently. These effects
can be either on the supply and demand sides and they can be direct or indirect.
Accordingly, a high oil price means increased revenue for an oil exporting country whereas it
means cost increases, decreased production and decreased exports as well as impaired
economic growth for an importing country (Abeysinghe, 2001: 149). The growth effect of
the high oil prices for an exporting country may vary when its slowing effect on the
importing countries is considered. A decreased demand of a net energy importing country
also decreases the export rates of an exporting country. This causes a negative effect on the
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economic growth (although not so sharp in the oil exporting countries). Although high oil
prices are expected to cause a positive economic effect on the energy exporting countries,
its effect proves to be ambiguous when trade relations are considered (Korhonen and
Ledyaeva, 2010: 849). Oil revenues contribute greatly to the economic performance of
developing, oil exporting countries as a financial source for investments. Thus, oil price
shocks create dramatic effects on the economic growth of these countries (Köse and
Baymaganbetov, 2016).
The extent of the effect of high oil prices on an economy depends in general on the share of
oil consumption in the relevant economy (Schneider, 2004). Russia is one of the most
important energy producers of the world with its 60 billion barrels of oil and 150 trillion cubic
meters of natural gas reserves. She is also the biggest energy exporter besides OPEC
members. She is the second biggest oil exporter after Saudi Arabia and the biggest natural
gas exporter.
This study examines how and to what extent the raw oil price affects the macroeconomic
variables of Russia (industrial production, inflation, exchange rates, and interest rates). This
study is comprised of four sections. The first section discusses annual oil price changes and
the effect of these changes on the economy of Russia. The second chapter includes the
literature review and the third explains the data set used and the econometric method
employed. Lastly, the analysis results are explained and concluded.

2. Oil Price Changes and the Economy of Russia
Until today, increases in oil price have caused serious effects on the global economy. Oil
price shocks, and after effects of these shocks were imprinted on the memories. Especially
in the 1970’s and 1980’s, acute increases in oil price devastated many national economies
and caused negative effects such as high inflation and high interest rates. These price
increases showed their effects on the developed countries as deep economic recessions
(Syzdykova, 2017). In Figure-1, fluctuations in the international oil price during the 1950-
2018 period is presented.

Figure 1
Fluctuations in the Oil Price during the 1950- 2018 Period

Source: http://www.macrotrends.net/1369/crude-oil-price-history-chart
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Since 1970, the world economy has experienced four major oil price shocks. The first shock
was triggered by the OPEC’s decision to cut oil production. Whereas the barrel price of oil
was 11.24 dollars in 1972, it increased to 20.18 dollars in 1975 (80% increase). The second
shock was triggered by the Iran-Iraq war in the 1980’s. Oil price increased from 19.67
dollars to 53.74 dollars (173% increase). The third shock was triggered 10 years later by
Iraq’s occupation of Kuwait. Oil price increased from 16.62 dollars to 24.55 dollars (48%
increase). The fourth one was experienced because of the U.S.A.-Iraq war in 1999-2000 and
increased geopolitical tensions in the Middle East. Oil price increased from 11.27 dollars to
15.90 dollars in 1998, and to 26.72 dollars in 2000.
Oil price showed a rapid increase in the international markets from 2003 to 2008.
Nevertheless, after the 2008 crisis, which was triggered by the mortgage crisis in the U.S.A.
and turned into a financial one, the oil price dropped to 60 dollars level. But it started to
rally again with a rapid growth trend in the developing countries and with the production
loss expectation following the Arab Spring. Thus, prices that soared up to 160 dollars in the
world oil market created a trend that cruised above 100 dollars level from 2010 to 2014
(OPEC, 2014). 
From June 2014 on, oil price assumed a sharp and continuous falling trend again and
dropped to 56.32 dollars in April 2015 (Davig et.al. 2015: 6). Oil price didn’t stay at this
level and dropped to 30 dollars in February 2016. This had a very negative effect on Russia.
Because oil production cost in Russia is about 76-77 dollars whereas it is about 20 dollars in
the Middle East (Göçer and Bulut, 2015). Any price under this level means a losing bargain
for Russia. The Russian Government collects approximately half of her tax income from oil
and natural gas sales. Barrel price of oil should be about 100 dollars level for the Russian
budget not to produce a deficit (BBC, 2015). But, as seen in Figure-1, barrel price of the oil
was 69.84 dollars in August 2018.
When recent sharp oil price falls are considered from the perspective of Russia, an economic
stagnation seems inescapable. Russia’s macroeconomic indicators and international oil prices
in 2000 are shown in Table 1.

Table 1
Russia’s Macroeconomic Indicators and Oil Price

Years
GDP (million
dollars)

GDP annual
growth (%)

GDP per
capita
(dollars)

Inflation
annual (%)

Real
effective
exchange
rate

Brent oil price
(barrels/dollars)

2000 259.708 9.99 1771.5 20.7 47.68 28.66

2001 306.603 5.09 2100.3 21.4 59.42 24.46

2002 345.110 4.74 2375.0 15.7 67.79 24.99

2003 430.348 7.29 2975.1 13.6 64.86 28.85

2004 591.017 7.17 4102.3 10.8 69.61 38.26

2005 764.017 6.37 5323.4 12.6 76.05 54.57

2006 989.931 8.15 6920.1 9.6 84.79 65.16

2007 1.299.710 8.53 9101.2 8.9 91.7 72.44

2008 1.660.840 5.24 11635.6 14.1 97.28 96.94



2009 1.222.641 -7.82 8562.8 11.6 90.66 61.74

2010 1.524.920 4.50 10674.9 6.8 96.78 79.61

2011 2.051.660 5.28 14351.2 8.4 103.3 111.26

2012 2.210.262 3.65 15434.5 5.1 102.14 111.63

2013 2.297.131 1.78 16007.0 6.7 109.27 108.56

2014 2.063.664 0.73 14125.9 7.8 71.96 98.97

2015 1.365.861 -2.83 9329.2 15.5 72.55 52.32

2016 1.283.165 -0.22 8748.3 7.1 66.42 43.64

2017 1.562.127  54.13

Source: World Bank, 2018

Since 2000, together with an increase in oil price, GDP of Russia greatly improved and
macroeconomic indicators such as production, employment and exports started to present a
dependent relationship with the oil sector. In Table 1, one can see that in years that oil price
rises Russia obtains high levels of economic growth, whereas she shows stagnated growth
levels in years in the which oil price falls. The financial crisis of 2008 caused a drop in the oil
price and the volatility of oil prices in this period disrupted the price stability.
In 2013, Russia has earned 50.2% of her national income from oil and natural gas sales.
When the barrel price of Brent oil dropped from 110 dollars in 2014 to 47 dollars in January
2015, Russia suddenly faced with the risk of an economic crisis. This caused a serious
concern when the over dependency of the economy of Russia on oil prices is considered. The
statement announced by the Central Bank of Russia in January 2015 explained that hot
money escaped from Russia in 2014 due to falling oil prices and the damage caused by this
in the economy of Russia amounted up to 151.5 billion dollars (Göçer and Bulut, 2015).
Together with the falling oil price, the ruble is also devalued. Russia went through hard days
and her international credit rating have been taken under negative watch. First international
rating institution that declared it had taken Russia’s credit rating under negative watch was
Standard & Poor’s (S&P) on December 23, 2014. After that, Fitch dropped the rating of
Russia to BBB- on January 12, 2015, and lastly Moody’s dropped Russia’s rating from Baa2
to Baa3 on January 16, 2015, and that was the lowest rating for investment. Subsequently,
Russia Stock Market lost its value by 44%.
The relation between the oil price changes and value of ruble is given in Figure 2.

Figure 2
The interaction between oil price and the value of Ruble



When Figure 2 is examined, a general trend can be observed. When oil price starts to rise
Russian ruble gains value, but when oil price starts to fall, Russian Ruble also loses its value.
For example, in 2014, ruble experienced a 46% fall against the dollar and became the worst
performing currency.
When oil price falls, ruble devalues greatly. This leads to an increase in the real effective
exchange rate and effects Russia’s competitive power and her exports negatively. Low oil
price also affects the risk perception, CDS spread and borrowing costs of Russia.

3. Literature Review
The literature review constituted the basis of variable, method and model preferences for
the econometric analysis. When the economics literature is reviewed, one can spot many
empirical studies that prove a negative relation between the oil price and macroeconomic
activity.
Hamilton (1983:228-248), Gisser and Goodwin (1986:95-103), Burbidge and Harrison
(1984:459-484), Mork (1989:740-744) and Hooker (1996:195213) studied the relationship
between the oil price and GDP. The common point of all these studies is that all show that oil
price changes cause the economic recession in the U.S.A.
Although not many, there are also studies that show a positive, weak and insignificant
relation between oil price and economic growth. Besides the studies of Tabata (2006),
Prasad et.al. (2007), Farzanegan and Markwardt (2009), and Berument et.al. (2010) that
shows the positive effect of oil price shocks on the economic growth, the studies of Chang
and Wong (2003), and Ayadi (2005) shows the existence of statistically insignificant
relations between the relevant variables. Studies of Asafu-Adjaye (2000), and Barsky and
Kilian (2004) also shows that oil prices have a very weak effect on the economic growth.
Blanchard & Gali (2007) states that oil prices were not a significant cause of economic
fluctuations in the last decade. Authors explained the mild effect of a high oil price on the
inflation and economic activity by four factors. These are the non-existence of consequent
negative shocks, relatively small share of oil in the production process, the elasticity of labor
market and improved monetary policies. On the other hand, Segal (2007) explains the
slowing effect of high oil prices on the world economy during the 2000’s for various reasons.
More important ones are relative unimportance of high oil prices when compared with the
perceived importance, and the prevention of pass-through effect of high oil prices on the
core inflation with tight monetary policies. But these results are usually attributed to oil and
energy importing countries. On the contrary, energy exporting countries are expected to



benefit more from high prices. Improved terms of trade and increased export revenues of
these countries are used both for more production and for investments. For example,
Rautava (2004) showed clearly that increased oil revenues cause great increases in Russia’s
GDP.
The differences found in the results of these studies can be explained by the additional
variables included in the studies, differences in time periods and data frequencies, and
different econometric methods employed.

Table 2
A summary of empirical studies on Russia

Author(s) Period Method Results

Rautava (2004) 1995:Q1-2002:Q4 VAR It is found that a 10% increase in oil
price has a 2.2% positive effect on the
economic growth of Russia in the long
term, whereas a 10% increase in the
value of ruble has a 2.7% negative effect
on the economic growth of Russia.

Reynolds and
Kolodziej (2008)

1987-1996 Granger causality It is found that low oil prices have a
Granger causality effect on the GDP.

Ito (2010) 1994:Q1-2009:Q3 VAR They found that 1% fall in oil price
increase the exchange rate of Russia by
0.17% and decrease her economic
growth by 0.46%.

Benedictow,
Fjærtoft and
Løfsnæs (2010)

1995:Q1-2008:Q1 Regression analysis This study estimated 13 different model
and showed that the economy of Russia
is defenseless against the big oil price
fluctuations. It also showed that the
economy of Russia has great economic
growth potential even without a high oil
price.

Ghalayini (2011) 2000:Q1-2010:Q4 Granger causality They did not find a significant causality
relation between oil price and economic
growth.

Göçer and Bulut
(2015)

1992:Q1-2014Q3 Hacker and Hatemi-J
(2012) symmetrical
causality test, Maki
(2012) multiple
structural breaks in
cointegration test

Causality analysis showed a causal
relation between oil price and imports-
exports balance, and national income.
Besides they found that a 1% increase in
oil price increases the exports of Russia
by 1.01%, external trade balance by
0.27% and national income by 0.13%.

4. Methodology

4.1. Data Set and Model
This study used the barrel price of Brent crude oil, industrial production index, inflation, 3-
month deposit interest rate, and real effective exchange rate values belonging to January
2010-April 2017 period to examine the macroeconomic effects of oil price changes on the



economy of Russia. We took the logarithm of all series except interest rate. Seasonal effects
are removed from the series using Tramo/Seats method and Eviews 9 package program. Oil
price series are taken from the official website of Energy Information Administration (EIA),
and data of the other series are taken from IMF, IFS database.
We examined the effect of oil price changes on every macroeconomic indicator of Russia
separately. In this context, we estimated four different regression models with different
dependent variables.

We selected these models because the variables used in these models are the most
important macroeconomic indicators and an oil exporting countries are mostly affected by
the oil price changes through these channels.

4.2. Research Method
In this study, we used the VAR method to study the effects of oil price changes on the
economy of Russia. Vector Autoregressive (VAR) method is developed by Sims (1980) and
uses Granger causality test model (Granger, 1969) as its basis. It helps to analyze the
interrelation between the selected series. VAR models consist of the regression of the
current and past values of every variable and they show the dynamic relationship between
these variables.
VAR models are used primarily to study the relation between the macroeconomic variables
and to study the dynamic effects of random (accidental) shocks on the system created by
these variables. VAR modeling based on the Granger Causality Test analyzes the relation
between the variables using variance decomposition and the impulse-response functions.
VAR modeling is very sensitive to the selected lag length. In the VAR analysis, the lag
lengths of the variables, which will be included in the model, should be selected to capture
the dynamic relations among these variables. Furthermore, VAR models make strong
forecasts possible by including the lagged values of dependent variables (Kumar et.al.,
1995: 365).
A standard VAR model can be expressed as follows:



As known, it is quite hard to interpret the resulting coefficients from the estimated VAR
model individually. There are two ways to overcome this hardship: i) the impulse-response
analysis and ii) variance decomposition method.
Therefore, the VAR model we used in this study is analyzed with the impulse-response
functions and variance decomposition method. By using the impulse-response analysis, we
could determine the response that will be given by all the other variables to a change in any
variable and how long will it take to find the balance after that shock. By using variance
decomposition analysis, we can determine how much change in a series is caused by the
changes in the relevant variable and how much change is caused by the changes in the
other variables.

5. Results

5.1. Results of the Unit Root Test
Granger and Newbold (1974) showed that we can encounter with the fake regression
problem when non-stationary time series are used. Since then, it has become a standard
procedure for studies which use time series to analyze the stationarity of the series. When
we call a time series stationary, we mean a constant variance and median value through
time and the dependency of the covariance of the variables of two lagged time periods to
the lag between variables but not to the time (Gujarati, 1995:712).
The most commonly used method to analyze the stationarity of time series is ADF unit root
test. In this study, we used the expanded Dickey-Fuller and Phillips-Perron unit root tests to
analyze the stationarity. Results are shown in Table 3.

Table 3
Results of ADF Unit Root Test

 ADF PP

Variables t-statistic p-value t-statistic p-value

Log level

-1.323534 (1) 0.8792 -1.356181 (4) 0.8707

-2.319214 (12) 0.4212 -2.932399 (8) 0.1545

-1.682357 (2)  0.7558 -1.992960 (0) 0.6013

-2.215444 (3)  0.4780 -2.117131 (13)  0.5328

-3.023404 (5)  0.1284 -3.891837 (5)  0.0140

1st differences

-12.58232 (0) 0.0000 -12.58083 (1)  0.0000

-4.166764 (11)  0.0060 -6.260932 (1)  0.0000

-11.81439 (1)  0.0000 -19.14360 (0) 0.0000

-9.546836 (2)  0.0000 -7.881394 (6)  0.0000



-8.838896 (4) 0.0000 -15.14114 (13) 0.0000

Note: ADF and PP regression equations include both trend and fixed-term among the deterministic components.
Lag lengths are given in parentheses

As seen in Table 3, the results of ADF and PP tests show that the first order differences of all
variables don’t include a unit root. Critical values of t statistics for ADF and PP tests show
that first order difference of all variables is stationary at the 1% significance level.
Therefore, short-term VAR model should include the first order difference of the variables.

5.2. Determination of the Lag Length
One of the most important decisions to be made for the VAR analysis is the determination of
lag numbers of the series that will be included in the model. We used two criteria, namely
Akaike information criterion (AIC) and Schwarz criterion (SC) to determine the lag lengths
required for the VAR analysis. The final decision is given on the Akaike information criterion.

Table 4
Determination of optimum lag length

 Lag LogL LR FPE AIC SC HQ

0 -172.8314 -16.11414  4.22e-06  1.814607  1.898232  1.848462

1  1599.784  3436.704  7.60e-14 -16.01821 -15.51645 -15.81507

2  1714.417  216.3993  3.05e-14 -16.93283  -16.01295*  -16.56042*

3  1741.926   50.52631*   2.97e-14*  -16.95843* -15.62042 -16.41674

4  1753.862  21.31325  3.41e-14 -16.82512 -15.06899 -16.11415

5  1769.534  27.18632  3.76e-14 -16.72994 -14.55568 -15.84969

6  1790.408  35.14591  3.94e-14 -16.68784 -14.09545 -15.63832

7  1801.955  18.85206  4.56e-14 -16.55056 -13.54005 -15.33176

8  1816.777  23.44223  5.11e-14 -16.44670 -13.01806 -15.05862

9  1830.660  21.24969  5.80e-14 -16.33326 -12.48650 -14.77591

10  1839.632  13.27564  6.95e-14 -16.16972 -11.90482 -14.44308

11  1851.284  16.64484  8.13e-14 -16.03351 -11.35049 -14.13760

12  1866.830  21.41634  9.18e-14 -15.93704 -10.83590 -13.87186

Note: Because we used monthly data in our model, maximum lag length is taken as 12. Lag values indicated
with * symbol are the optimum lag lengths selected by the criterion.

As seen in Table 4, the optimum lag number is selected as 3 based on all three criteria (LR,
FPE, and AIC).



5.3. Results of the Causality Test
The results of the Granger causality test, which is performed to determine the directionality
of the causality between the variables, is given in Table 5 below. Thus, we found that the oil
prices are the cause of the changes in macroeconomic indicators such as inflation, industrial
production index and real exchange rate. In contrary, we failed to refute the  hypothesis
which claims that oil prices are not the Granger cause of the short-term interest rates in
Russia. Hence, oil prices are not the Granger cause of the interest rates. On the other hand,
Granger causality relation is unidirectional and moves from oil prices to the macroeconomic
variables. We failed to find any directional causality that moves from the aforementioned
variables to the oil prices.

Table 5
Results of the Granger causality test

H0 hypothesis F statistic p-value

The oil price does not the Granger cause of inflation. 4.0021 0.0320**

The inflation does not the Granger cause of oil price. 0.5734 0.3245

The oil price does not the Granger cause of industrial
production index.

4.3976 0.0201**

The industrial production index does not the Granger
cause of oil price.

0.2987 0.8651

The oil price does not the Granger cause of real
exchange rate.

4.4001 0.0001***

The real exchange rate does not the Granger cause of
oil price.

0.1699 0.2109

The oil price does not the Granger cause of interest
rate.

4.0043 0.0502*

The interest rate does not the Granger cause of oil
price.

0.1786 0.6021

Note:

An alternative hypothesis for the  hypothesis is  and either X variable is the Granger cause of Y
variable or the other way around.
Symbols *, ** and *** indicate respectively significance levels of 10%, 5%, and 1%.

5.4. Results of the Impulse-Response Analysis
The impulse-response function is a method used to determine the directionality and volume
of the reaction given by the series included in the VAR model to the shocks in the error
terms. And the variance decomposition analysis is used to determine the sources of a
change in a series. The impulse-response function is also used to determine how the other
series react when a shock is applied to one of the series. Figure 3 shows the results of the
impulse-response function.

Figure 3



Results of the impulse-response function

We can see that the greatest response to an oil price change within standard deviation is
given by the inflation variable. The response given by the inflation variable to an oil price
change within standard deviation is negative for a year and is stable. The response of the
industrial production index to the oil price changes is positive for the first 4 months, but
after the 5th month it turns to negative. Real effective exchange rate shows a positive
response for the first 5 months but starts to show a negative response in the following two
months. The response of interest rate is negative for the first 5 months but after that, the
response disappears.

5.5. Results of the Variance Decomposition
Variance decomposition, which is used to evaluate the direct and indirect effects among the
variables, calculates the percentage of the sources of shocks experienced in one of the
variables. This shows how much of a change in the variables are caused by them and how
much of it is caused by the other variables (Özgen and Güloğlu, 2004: 101). The results of
the variance decomposition are presented in the following tables.
When we examined the results of the variance decomposition of the real exchange rate
variable (Table 6), we can see that its self-explanatory power is high for the first 4 months.
While the explanatory power of oil prices for the real effective exchange rate is 9% for the
first 3 months, after the 3rd month it rises to 12%. Industrial production index and the
interest rate have the highest explanatory power for the changes in the real effective
exchange rate, respectively 5.3% and 4.5%.

Table 6



Variance decomposition of the real 
effective exchange rate variable

 Period S.E. dlnoilp dlnreer dlncpi dlnip dir

 1  0.081826  9.439113  89.37697  1.126888  0.057024  0.000000

 2  0.087890  10.58925  84.29150  1.031676  4.077524  0.010052

 3  0.088416  12.43512  80.31056  1.764822  5.470301  0.019194

 4  0.089212  12.27976  78.54044  3.355234  5.383671  0.440899

 5  0.089325  12.06767  77.79792  4.178279  5.280596  0.675538

 6  0.089367  12.07237  77.45928  4.468231  5.310694  0.689418

 7  0.089376  12.09609  77.31924  4.570951  5.315150  0.698564

 8  0.089379  12.10727  77.24319  4.620244  5.310017  0.719278

 9  0.089380  12.11043  77.20403  4.649461  5.307689  0.728387

 10  0.089381  12.11124  77.18483  4.666592  5.306520  0.730814

 11  0.089381  12.11152  77.17510  4.676045  5.305834  0.731505

 12  0.089382  12.11168  77.16998  4.681071  5.305457  0.731813

This table gives the variance decomposition of the inflation variable for 12 periods. We can
see that the self-explanatory power of this series is high for the first two months. But
starting with the 3rd month, 6% of the changes in the inflation variable can be explained by
the real exchange rate and 5% of it can be explained by the oil price. But the important
point is not to confuse it with the concept of shock or in other words an unexpected
movement in the series. But the industrial production index and interest rates have a very
insignificant explanatory power for the changes in the inflation variable.

Table 7
Variance decomposition 
of the inflation variable

 Period S.E. dlnoilp dlnreer dlncpi dlnip dir

 1  0.081826  0.079587  0.000000  99.89468  0.025735  0.000000

 2  0.087890  0.328143  4.244499  94.72667  0.096826  0.603859

 3  0.088416  2.410661  6.326091  90.39670  0.133290  0.733262

 4  0.089212  3.680930  6.727937  88.60711  0.160399  0.823628

 5  0.089325  4.339172  6.670881  87.81019  0.182795  0.996956

 6  0.089367  4.685605  6.582761  87.37202  0.181165  1.178451



 7  0.089376  4.850416  6.533313  87.15342  0.178712  1.284136

 8  0.089379  4.930291  6.510916  87.04900  0.177508  1.332287

 9  0.089380  4.970628  6.501139  86.99769  0.176849  1.353690

 10  0.089381  4.991679  6.496536  86.97123  0.176496  1.364060

 11  0.089381  5.002945  6.494132  86.95706  0.176313  1.369544

 12  0.089382  5.009003  6.492815  86.94943  0.176217  1.372536

When the results of the variance decomposition of the industrial production index are
analyzed (Table 7), we can see that the changes in the industrial production index can be
explained completely by its own dynamics. After the second month, 11% of the change can
be explained by the changes in the oil price. Another finding is that starting with the second
month the real effective exchange rate can explain the 6% of the changes in the industrial
production index.

Table 8
Variance decomposition of the 
industrial production variable

 Period S.E. dlnoilp dlnip dlnreer dlncpi dir

 1  0.081826 0.550519  99.44948  0.000000  0.000000 0.000000

 2  0.087890  10.95142  81.93084  0.655429  0.002261  6.460048

 3  0.088416  11.53998  80.97017  0.660966  0.186261  6.642625

 4  0.089212  11.52341  80.95700  0.667358  0.213761  6.638467

 5  0.089325  11.52673  80.93329  0.668951  0.223618  6.647406

 6  0.089367  11.52584  80.92694  0.669458  0.230647  6.647116

 7  0.089376  11.52528  80.92205  0.670794  0.234774  6.647103

 8  0.089379  11.52489  80.91909  0.671531  0.237165  6.647317

 9  0.089380  11.52473  80.91771  0.671767  0.238325  6.647473

 10  0.089381  11.52469  80.91701  0.671832  0.238896  6.647571

 11  0.089381  11.52468  80.91665  0.671859  0.239197  6.647622

 12  0.089382  11.52467  80.91645  0.671874  0.239360  6.647645

As seen in the table, the changes in interest rate can be explained by the variable itself
especially in the first month. After the second month, 7% of the changes can be explained
by oil price and 3% of it can be explained by the industrial production index. The
explanatory powers of the real exchange rate and inflation rate are low. This result proves



that interest rates are dependent on oil price and industrial production index.

Table 9
Variance decomposition of 
the interest rate variable

Period S.E. dlnoilp dlnip dlnreer dlncpi dir

 1  0.081826  5.708519  0.364952  0.129909  0.243370  93.55325

 2  0.087890  6.551173  3.805914  0.664623  0.538499  88.43979

 3  0.088416  6.969820  3.923230  1.648126  0.546334  86.91249

 4  0.089212  7.145146  3.926725  1.762515  0.551221  86.61439

 5  0.089325  7.172948  3.942877  1.762407  0.551012  86.57076

 6  0.089367  7.171851  3.944921  1.774135  0.552744  86.55635

 7  0.089376  7.171199  3.945229  1.778126  0.553349  86.55210

 8  0.089379  7.171192  3.945697  1.778303  0.553379  86.55143

 9  0.089380  7.171228  3.945754  1.778314  0.553380  86.55132

 10  0.089381  7.171233  3.945751  1.778329  0.553382  86.55130

 11  0.089381  7.171234  3.945754  1.778331  0.553386  86.55130

 12  0.089382  7.171234  3.945755  1.778331  0.553388  86.55129

6. Conclusions
In 2017, Russia ranked as the 11th biggest economy in the world with her 144 million
population and 1,562 billion dollars GDP. Russia earns 50.2% of her national income from oil
and natural gas sales. When the barrel price of Brent oil dropped from 110 dollars at the
beginning of 2014 to 47 dollars in January 2015, she faced a serious economic crisis threat.
Therefore the economy of Russia is very dependent on oil.
If economy policymakers can properly identify the interrelations between macroeconomic
indicators and effects of external variables on these indicators, this contributes greatly to the
economic and political stability. This study examined the effects of oil prices on the
macroeconomic activities in Russia using VAR analysis and data from January 2010-April
2017 period. Furthermore, we performed Granger causality analysis to examine the causality
relation between the variables.
According to the results on the impose-response function performed under the VAR analysis,
an oil price shock within the limits of standard deviation creates different effects on
macroeconomic variables. The greatest response can be observed in inflation. The response
of the inflation variable to an oil price shock within the limits of standard deviation is
negative for a year and is stable. The response of the industrial production index to the oil
price shocks is positive for the first 4 months, but after the 5th month response is lost. Real
effective exchange rate shows a positive response for the first 5 months but starts to show a
negative response in the following two months. The response of interest rate is negative for
the first 5 months but after that, the response disappears. According to the results obtained



from the variance decomposition, the oil price has a high explanatory power on the
macroeconomic changes.
The results of Granger causality analysis showed a unidirectional causality stemming from oil
price and affecting all other variables. This result proves that, in the short term, oil price is
the Granger cause of inflation, industrial production, real exchange rate, and interest rate.
In conclusion, an important point is that 80% of the energy products of Russia is exported to
the developed countries in Europe. Future contains many prospects for the use of renewable
energy sources. Thus, if Russia wants to mitigate her dependency on Europe for energy
exports and to solve the problems with the transit countries, she has to develop balancing
policies for the east-west energy market.
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