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ABSTRACT:
The article presents a model of information interaction between the subject of training and an intelligent learning system that helps to create the conditions for the formation of the competencies required for the future professional activity of students. The article examines the theoretical background for the technology of the instructional design of an intelligent learning system that can generate an educational environment that adapts to students’ capabilities in terms of the learning style and rate new educational material and that takes into account the students’ chosen type of professional activity.
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1. Introduction

The Law on Education in the Russian Federation prescribes general rules for the education system operation, aimed at “creating conditions for self-fulfillment of each individual” and “freedom of choice to receive an education according to the aptitudes and needs of everyone” (Federal Law No. 273, 2012). In this regard, the higher education standards specify requirements for a learning environment for students with the purpose to execute the government order for university graduates (Federal Standard, 2018). So far, there has been a lot of research in the use of intelligent learning systems. The problems of student adaptation to the use of information and...
computer technologies were addressed many works (Bespalko, 1995; Krechtnikov, 2002; Okolelov, 1999; Selevko, 1998; Khutorskoy, 2001); the principles of learner-centered and competency-based approach, also applicable in information systems, were considered by Verbitsky and Kruglikov (1998), Shiyanov and Kotova (1999), and other researchers; the conceptual basis for new information technology development was dealt with by Mashbits (1988) and Tikhomirov (1977). Therefore, our first priority is to give a theoretical description of the fundamentals for using intelligent learning systems in the educational process.

The research and practical experience have allowed us to identify the fact that educational institutions do not fully use the whole potential of computer technology in the modern context, despite the fact that intelligent learning systems (ILSs), as one of the stages of software application in training, are adaptable. In the course of the study, it was necessary to theoretically and methodologically substantiate the instructional design of an intelligent teaching system that would generate an adaptive educational environment aiming to enhance common cultural and professional competencies in undergraduate students. The goal of the present study is to theoretically and methodologically substantiate the instructional design of intelligent learning systems aimed at forming undergraduate student competencies.

Most literature sources view e-learning systems as the possibility to use online materials outside the school. Cemile, Nur, and Lakhmi (2008) present an adaptive intellectual learning system that monitors students’ learning process in accordance with their profile, and describe a case study of using this system (Xu, Wang, and Wang, 2005).

Xu, Wang, and Wang (2005) describe a conceptual model of personalized virtual learning environments, which is one of the rapidly evolving areas of educational technology research and development. Mona and Sanaa (2016) describe an intelligent learning system for teaching Arabic grammar, which consists of a training module, a module for selecting questions, an expert module, a student model, and a graphical user interface (Mona et al., 2016). Stellan Ohlsson (1993) describes the possibility of using various gadgets in training. His research shows the extended use of learning programs as mobile applications, which improves student performance.

2. Materials and methods

The methodological framework of the study was composed of the theoretical background and conclusions contained in the fundamental and applied studies of domestic and foreign authors on the data systems engineering (Mashbits, 1988; Tikhomirov, 1977), as well as on the problems of forming professional competencies in students, social design of instructional systems and educational parks management (Verbitsky and Bakshaev, 1988; K.G. Krechetnikov, 2002; Okolelov, 1999; Selevko, 1998; Khutorskoy, 2001). The research is based on the concepts of vocational pedagogy, computer science, and instructional systems design.

The paper uses such research methods as analysis of literature on the problems of vocational education, the use of information technologies in the educational process, analysis and generalization of theoretical principles and conclusions, analysis of documents governing the formation of undergraduate student competencies, questionnaires, testing, etc.

A preliminary experiment was conducted among students majoring in Mathematical Methods in Economics, Applied Information Science in Economics, and Computer Science. The intelligent learning system developed in accordance with theoretical principles and conclusions was used to organize students’ self-directed learning with a subsequent knowledge assessment. Their knowledge was assessed using the learning system tests.

An intelligent learning system is a computer program consisting of a certain action rule set in this program and rules for educational and assessment content supply (Ding et al., 2016). These rules are subject to requirements for the learning system and take into account the learner’s behavior, their level of earlier and newly acquired competence, and their aptitude to the selected type of professional activity. The actions carried out by the ILS occur according to the rules of expert systems capable of resolving problem situations. Their key feature is the ability to find the optimal solution under given conditions to achieve the best result (Yakhneeva et al., 2020). Thus, ILSs operate according to the principles of expert systems that implement expert action models within a certain knowledge domain, in this case impersonating the teacher, using inference and decision-making procedures and a database comprising information required for forming student competencies and a collection of rules for its inference and updating.

When using the ILS, an individual modular educational path is generated for each student, with specific goals and objectives for the current and subsequent periods. Competencies are formed in
accordance with the identified degree of students’ propensity for the chosen type of professional activity (general abilities, elementary special abilities, and vocational abilities), as well as the level of competence available at the time of using the ILS. Each ILS user can opt for a path to study the proposed learning content required to form the selected competencies. The user environment where they carry out their educational activities should provide comfortable conditions, take into account the requirements of engineering psychology and ergonomics, and be easily navigable (Salih, 2019).

Let us consider a model of information between the intelligent learning system components. Let \( Z \) be a global-level task set before the intelligent instructional components, which determines the global goal and purpose of the ILS as a whole. \( Z \) is the root of the tree of tasks \( D^{z} \) that are being solved in the ILS and is at the highest level of the hierarchy. When considering the hierarchy level decomposition, number \( u^{z} \) of the level under consideration indicates a random task location in the task tree whose value may vary in the range \([0, U^{z}]\), that is, \( u^{z} = 0, K^{z} \). Decomposition level \( u^{z} = 0 \) corresponds to global task \( Z \). The next decomposition level \( u^{z} = 1 \) describes a number of specific tasks that ensure achievement of the goal to form the optimal learning path during the interaction between the student and the ILS. The global task and the first-level task can be represented in the form:

\[
Z = \{Z_{i1}, i1 = 1, I1\} ; \\
Z_{i1} = \{Z_{i2, i1}, i2 = 1, I2_{i1}\} .
\]  

Figure 1 describes the general form of tree \( D^{z} \) of the tasks solved in the ILS. When analyzing it, one can see the dependency relation of functional components aimed at solving the tasks set before the system. Circuit mathematical description of the information interaction between the components allows one to specify the connectivity of the subordinate tree nodes.
Let us provide a mathematical description of connections between the subordinate components, implemented in solving the task to form student competencies $Z$. To do this, we will sequentially consider the structures of input and output sets and their connection with the global learning task.

If we consider random target task $Z_{i_1,i_2\ldots i_{\ell_1},i_{\ell_2}\ldots i_{\ell_2}}$, its solution can be represented in the form of abstract system $R_{i_1,i_2\ldots i_{\ell_1},i_{\ell_2}\ldots i_{\ell_2}}^Z$, described by relation (2) in the space of inputs $Z_{i_1,i_2\ldots i_{\ell_1},i_{\ell_2}\ldots i_{\ell_2}}$ and outputs $Y_{i_1,i_2\ldots i_{\ell_1},i_{\ell_2}\ldots i_{\ell_2}}^Z$ of the task in question (Pospelov, 1986; Korolev, 1989). Subscripts $i_1,i_2\ldots i_{\ell_1},i_{\ell_2}\ldots i_{\ell_2}$ can be omitted for formalization convenience and then the target task may be designated as $Z_k$ and expressions (2) and (3) can be written as:

$$Z = \{Z_k, k = 1, K\};$$

$$R_k \subset X_k \times Y_k, \quad X_k = \{x_{i_k}, i_k = 1, I_k\}; \quad Y_k = \{y_{j_k}, j_k = 1, J_k\};$$

where:

Figure 2 shows the information interaction pattern of subordinate functional components.

![Figure 2: Information interaction pattern of subordinate functional components in task solving](image-url)
Let us represent input sets $X_k^z$ as two disjoint subsets of "external" $X_k^z$, and "internal" $X_k^z$ inputs. After this, in a general way, it can be written in the form (Korolev, 1989):

\[
\begin{align*}
X_k^z = (X_k^{z, \text{ex}}, X_k^{z, \text{in}}); & \quad X_k^{z, \text{ex}} \subset X_k^z; \quad X_k^{z, \text{in}} \subset X_k^z; \quad \bigcup_{k=1}^{K} X_k^{z, \text{ex}} = X^z; \quad \bigcup_{k=1}^{K} X_k^{z, \text{in}} = X^z, \\
X_k^{z, \text{ex}} \bigcup X_k^{z, \text{in}} = X_k^z; & \quad \bigcap_{k=1}^{K} X_k^{z, \text{ex}} = \emptyset; \quad \bigcap_{k=1}^{K} X_k^{z, \text{in}} = X^z.
\end{align*}
\]

where

\[
\begin{align*}
X_k^{z, \text{ex}} = \{x_{k,i}^{z, \text{ex}}, \quad k = 1, K, \quad i_k^{z, \text{ex}} = 1, I_k^{z, \text{ex}}\}; \\
X_k^{z, \text{in}} = \{x_{k,i}^{z, \text{in}}, \quad k = 1, K, \quad i_k^{z, \text{in}} = 1, I_k^{z, \text{in}}\}.
\end{align*}
\]

What is more, non-empty subsets can also be results of intersections of input sets of some subtasks, which some elements of the "external" and "internal" input sets of some subtasks may coincide. Let us represent the structure of output set $Y_k^z$ of subtask $Z_k^z$ in the form of three pairwise disjoint subsets: "external output" subset $Y_k^{z, \text{ex}}$ whose elements are the outputs of global task $Z$ but are not the inputs of other subtasks, "internal output" subsets $Y_k^{z, \text{in}}$ whose elements are presented as the inputs of other subtasks that are not the outputs of global tasks $Z_k^z$, and "mixed output" subsets $Y_k^{z, \text{mix}}$ that are elements being both the inputs of other subtasks and the outputs of global task $Z_k^z$. Mathematically, this structure can be represented as follows:

\[
\begin{align*}
Y_k^{z, \text{ex}} \cap Y_k^{z, \text{in}} &= \emptyset; \quad Y_k^{z, \text{ex}} \cap Y_k^{z, \text{mix}} = \emptyset; \quad Y_k^{z, \text{in}} \cap Y_k^{z, \text{mix}} = \emptyset; \\
Y_k^{z, \text{ex}} \cup Y_k^{z, \text{mix}} &= Y_k^{z, \text{ex}}; \quad Y_k^{z, \text{in}} \cup Y_k^{z, \text{mix}} = Y_k^{z, \text{in}}; \\
\bigcup_{k=1}^{K} (Y_k^{z, \text{ex}} \times Y_k^{z, \text{mix}}) &= Y^z; \quad \bigcup_{k=1}^{K} (Y_k^{z, \text{ex}} \times Y_k^{z, \text{in}}) = Y^z,
\end{align*}
\]

where:

\[
\begin{align*}
Y_k^{z, \text{ex}} &= \{y_{k,j}^{z, \text{ex}}, \quad k = 1, K, \quad j_k^{z, \text{ex}} = 1, J_k^{z, \text{ex}}\} \subseteq Y^z; \\
Y_k^{z, \text{mix}} &= \{y_{k,j}^{z, \text{mix}}, \quad k = 1, K, \quad j_k^{z, \text{mix}} = 1, J_k^{z, \text{mix}}\} \subseteq Y^z; \\
Y_k^{z, \text{in}} &= \{y_{k,j}^{z, \text{in}}, \quad k = 1, K, \quad j_k^{z, \text{in}} = 1, J_k^{z, \text{in}}\} \subseteq Y^z.
\end{align*}
\]

Equation (8) shows that "internal output" subsets $Y_k^{z, \text{in}}$ and "mixed output" subsets $Y_k^{z, \text{mix}}$ represent "internal input" subsets $X_k^{z, \text{in}}$. To form elements of set $X_k^{z, \text{ex}}$, a selection is made from set $X_k^z$ of such elements $x_{i,k}^z$ that are input actions $x_{k,i}^{z, \text{ex}} \in X_k^{z, \text{ex}}$ for subtask $Z_k^z$. It should be noted that for $Q_k^{z, \text{ex}} = \|q_{i',k,j',z}^{z, \text{ex}}\|$, which is visualization of the formation of "external inputs" of the k-th subtask and for each pair of tasks $(x_{i'}^z \in X_k^z, x_{k,i'}^{z, \text{ex}} \in X_k^{z, \text{ex}})$, the following equation is true:

\[
q_{i',k,j',z}^{z, \text{ex}} = \begin{cases} 1, & \text{if } x_{i'}^z = x_{k,i'}^{z, \text{ex}}; \\ 0, & \text{if } x_{i'}^z \neq x_{k,i'}^{z, \text{ex}}. \end{cases}
\]

(10)

where an expression of the form $x_{i,k}^z$ may mean the i-th input of global task $Z$, and be the i-th input of subtask $Z_k^z$, whereas an expression of the form $x_{k,i}^{z, \text{ex}}$ is the opposite case. For sets $X_k^{z, \text{ex}}$ and $X_k^z$ that are dimension column vectors of $I_k^{z, \text{ex}}$ and $I^z$, respectively, it can be written as follows (Korolev, 1989):

\[
X_k^{z, \text{ex}} = Q_k^{z, \text{ex}} \cdot X_k^z,
\]

where $Q_k^{z, \text{ex}}$ is a matrix with dimension $I_k^{z, \text{ex}} \times I^z$. 


Similarly, elements \( X_k^{z, \text{in}} \) are formed. Using family \( Q_k^{z, \text{in}} = \left| Y_{j', n}^{z} \right| \), combinations of "internal inputs" (Figure 2) are selected from elements \( Y_{j', \text{in}}^{z} \) and \( Y_{j', \text{mix}}^{z} \), which will be input actions \( x_{k, i_k}^{z, \text{in}} \in X_k^{z, \text{in}} \) of subtask \( Z_k \) (Korolyov, 1989):

\[
\forall (y_{j', \text{in}}^{z} \in Y_{j', \text{in}}^{z}, y_{j', \text{mix}}^{z} \in Y_{j', \text{mix}}^{z}) \exists q_{j', n}^{z} \in Q_{k}^{z, \text{in}} \quad (12)
\]

\[
X_k^{z, \text{in}} = Q_{k}^{z, \text{in}} \cdot (Y_{j', \text{in}}^{z} \times Y_{j', \text{mix}}^{z}).
\]

When analyzing relations (6)–(9), one can see that solving the target task to form student competencies \( Z \) is facilitated by the structures of input \( X_k^{z} \) and output \( Y_k^{z} \) sets of slave tasks \( Z_k \). Relations (10)–(13) describe the information interaction between slave tasks \( Z_k \) in the process of solving target task \( Z \) using the rules for forming the components of input \( X_k^{z} \) and output \( Y_k^{z} \) sets.

According to D.A. Pospeshlev and L.N. Korolyov, on whose work we relied for the calculations, a description of the morphology of solving the target task to form student competencies (6)–(13) can be presented in the form of composition (Pospelov, 1988; Korolyov, 1989):

\[
R^z = \bigcirc_{k=1}^{K} R_{k}^{z},
\]

where the connective operation \( \bigcirc \) is described by relations (3)–(13).

Turning to the original notation (3) in this case, we obtain:

\[
R_{i_1, i_2, \ldots, i_{u+1}}^{z} = \bigcirc_{i(u^z+1), \ldots, i_{z+1}} R_{i_1, i_2, \ldots, i_{u+1}}^{z}
\]

To obtain a generalized model \( R^z \) for solving the entire set of tasks performed during the interaction between students and the ILS, expression (4) is applied sequentially to all the nodes of task tree \( D^z \). The constructed task tree \( D^z \) and the process of analyzing and processing it form a structural morphological task model solved in the ILS (Pospelov, 1986):

\[
M^z = < D^z, R^z >.
\]

where \( D^z \) is the structure of student competencies formation process management tasks and \( R^z \) is the morphology of the tasks.

Figure 3 shows a generalized set-theoretic model of the information interaction between the ILS components.

\[ S = \{ U, X, Y, R, \|= \} \]

**Figure 3**

A set-theoretic model of information interaction of ILS components.
### 3. Results

As part of the preliminary experiment with second-year students majoring in Mathematical Methods in Economics and Applied Information Science in Economics on the use of ILS for generating an individual educational environment, testing was conducted with the aim of identifying the level of competence in the Numerical Methods discipline after the first month of training. Eighty-eight second-year students were tested, comprising 28 students majoring in Mathematical Methods in Economics, 25 in Applied Information Science in Economics, and 35 in Information Science. The results of testing the students majoring in Mathematical Methods in Economics are presented in Table 1.

#### Table 1

<table>
<thead>
<tr>
<th>Grade</th>
<th>Excellent</th>
<th>Good</th>
<th>Passing</th>
<th>Failing</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of students</td>
<td>5</td>
<td>8</td>
<td>10</td>
<td>5</td>
<td>28</td>
</tr>
</tbody>
</table>

Let us find the numerical characteristics of the resulting sample. The arithmetic mean is calculated by the formula,

$$ \bar{x} = \frac{x_1 n_1 + x_2 n_2 + \ldots + x_k n_k}{n} = \sum_1^k \frac{x_i n_i}{n} \ldots (17) $$

In this case, the sample size is $n = 28$, while the frequencies are $n_1 = 5$, $n_2 = 8$, $n_3 = 10$, and $n_4 = 5$. Therefore, the arithmetic mean is $\bar{x} = \frac{5 \cdot 5 + 4 \cdot 8 + 3 \cdot 10 + 2 \cdot 5}{28} = 3.46$. We calculate the sample variance using the following formula:

$$ D = \frac{\sum_1^n (x_i - \bar{x})^2}{n} \ldots (18) $$
For this purpose, we draw up a calculation table.

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Sample variance calculation table</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{x}$</td>
<td>ni</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Total</td>
<td>28</td>
</tr>
</tbody>
</table>

Thus, the sample variance is $D = \frac{26.96}{28} = 0.96$.

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Results of testing second-year students majoring in applied information science in economics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grade</td>
<td>Excellent</td>
</tr>
<tr>
<td>Number of students</td>
<td>8</td>
</tr>
</tbody>
</table>

In exactly the same way as for the first sample, we find the sample mean by the formula (17). In this case, the sample size is $n = 25$, and the frequencies are $n_1 = 8$, $n_2 = 5$, $n_3 = 5$, and $n_4 = 7$. Therefore, the arithmetic mean is $\bar{x} = \frac{5 \cdot 8 + 4 \cdot 5 + 3 \cdot 5 + 2 \cdot 7}{25} = 3.56$. For calculating the sample variance, we draw up a calculation table.

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Sample variance calculation table</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{x}$</td>
<td>ni</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>Total</td>
<td>25</td>
</tr>
</tbody>
</table>

Thus, the sample variance is $D = \frac{36.16}{25} = 1.45$. 

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Results of testing second-year students majoring in information science</th>
</tr>
</thead>
</table>
Let us find the numerical characteristics of this sample. First, we calculate the sample mean as follows:

$$\bar{x} = \frac{5 \cdot 10 + 4 \cdot 8 + 3 \cdot 11 + 2 \cdot 6}{35} = 3.63.$$  

Next, we draw up a calculation table of the sample variance.

<table>
<thead>
<tr>
<th>$\bar{x}$</th>
<th>$n_i$</th>
<th>$x_i - \bar{x}$</th>
<th>$(x_i - \bar{x})^2$</th>
<th>$(x_i - \bar{x})^2 \cdot n_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>10</td>
<td>1.37</td>
<td>1.88</td>
<td>18.81</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>0.37</td>
<td>0.14</td>
<td>1.10</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
<td>-0.63</td>
<td>0.40</td>
<td>4.35</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>-1.63</td>
<td>2.65</td>
<td>15.91</td>
</tr>
<tr>
<td>Total</td>
<td>35</td>
<td></td>
<td></td>
<td>40.17</td>
</tr>
</tbody>
</table>

The sample variance is $D = \frac{40.17}{35} = 1.15$. We aim to test the hypothesis that the level of formedness of the Numerical Methods competence in students majoring in different subjects after a month of training does not differ considerably. To that end, we conduct a pairwise comparison of the sample populations. To test this hypothesis, we use an approximate test for comparing two randomly distributed parent population means:

$$Z_{obs} = \frac{\bar{x} - \bar{y}}{\sqrt{\frac{D(X)}{n} + \frac{D(Y)}{m}}}. \quad (10)$$

For two independent samples with sizes $n = 25$ and $m = 28$, the sample means $\bar{x} = 3.56$ and $\bar{y} = 3.46$ and sample variances, $D(X) = 1.45$ and $D(Y) = 0.96$ were found above. At a significance level of 0.05, we check the null hypothesis $H_0: M(X) = M(Y)$. Substituting the available data into equation (17) for calculating the observed value of the approximate test, we obtain $Z_{obs} = 0.33$. The critical section is right sided. We shall find the critical point via the formula, $F(Z_{cr}) = (1 - 2\alpha)/2 = (1 - 2 \cdot 0.05)/2 = 0.45$. According to Laplace’s function table, we find $Z_{cr} = 1.64$. Since $Z_{obs} < Z_{cr}$, specifically, $0.33 < 1.64$, there is no reason to discard the null hypothesis. Next, let us test the null hypothesis at a significance level of 0.05 for two independent samples with sizes of 35 and 25. The following values were found above: a) sample means: 3.63 and 3.56; and b) sample variances: 1.15 and 1.45.

Let us consider the null hypothesis $H_0: M(X) = M(Y)$ with the competing hypothesis $M(X) > M(Y)$. We calculate the observed value of the approximate test in this case to obtain $Z_{obs} = 0.23$. The critical section is right sided. The
critical point \( F(Z_{cr}) = \frac{(1 - 2\alpha)/2}{(2\alpha)} = 0.45 \). According to Laplace's function table, we find \( Z_{cr} = 1.64 \). Since \( Z_{obs} < Z_{cr} \), \((0.23 < 1.64)\), we conclude that both samples belong to the same parent population. Similarly, we can verify that there is no reason to discard the null hypothesis for two independent samples with sizes of 35 and 28. Thus, the results allow for the conclusion that the level of Numerical Methods competence of the second-year students after the first month of training is not much different. This conclusion allows us to form a control group in the framework of the training program in Mathematical Methods in Economics (Table 1) and an experimental group based on the training program in Applied Information Science in Economics (Table 3). The final assessment of the level of Numerical Methods competence among the second-year students as part of the experiment was made in the fourth semester. Testing was held in the ILS that provided each student with a tailored educational environment by generating a set of possible learning paths upon completing the course in Numerical Methods.

### Table 7
Results of final assessment of numerical methods competence of students majoring in mathematical methods in economics (control group)

<table>
<thead>
<tr>
<th>Grade</th>
<th>Excellent</th>
<th>Good</th>
<th>Passing</th>
<th>Failing</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of students</td>
<td>4</td>
<td>9</td>
<td>12</td>
<td>3</td>
<td>28</td>
</tr>
</tbody>
</table>

Let us find the sample mean: \[ \bar{x} = \frac{5 \cdot 4 + 4 \cdot 9 + 3 \cdot 12 + 2 \cdot 3}{28} = \frac{35}{28} \approx 1.25 \]. Then, we draw up a calculation table for the sample variance:

### Table 8
Sample variance calculation table

<table>
<thead>
<tr>
<th>( \bar{x} )</th>
<th>ni</th>
<th>( x_i - \bar{x} )</th>
<th>( (x_i - \bar{x})^2 )</th>
<th>( (x_i - \bar{x})^2 \cdot n_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>4</td>
<td>1.50</td>
<td>2.25</td>
<td>9.00</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>0.50</td>
<td>0.25</td>
<td>2.25</td>
</tr>
<tr>
<td>3</td>
<td>12</td>
<td>-0.50</td>
<td>0.25</td>
<td>3.00</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>-1.50</td>
<td>2.25</td>
<td>6.75</td>
</tr>
</tbody>
</table>
| Total          | 28 |                     |                     | 21.00                         

Whereby \( D = \frac{21.00}{28} = 0.75 \). The results of the final assessment of the experimental group are shown in Table 9.

### Table 9
Results of final assessment of numerical methods competence of students majoring in applied information science in economics (experimental group)

<table>
<thead>
<tr>
<th>Grade</th>
<th>Excellent</th>
<th>Good</th>
<th>Passing</th>
<th>Failing</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of students</td>
<td>10</td>
<td>8</td>
<td>6</td>
<td>1</td>
<td>25</td>
</tr>
</tbody>
</table>

Let us calculate the sample mean: \[ \bar{x} = \frac{5 \cdot 10 + 4 \cdot 8 + 3 \cdot 6 + 2 \cdot 1}{25} = \frac{40}{25} = 1.6 \]. Then, we draw up a calculation table for the variance:
Table 10
Sample variance calculation table

<table>
<thead>
<tr>
<th>(\bar{x})</th>
<th>(n_i)</th>
<th>(x_i - \bar{x})</th>
<th>((x_i - \bar{x})^2)</th>
<th>((x_i - \bar{x})^2 \cdot n_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>10</td>
<td>0.92</td>
<td>0.85</td>
<td>8.46</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>-0.08</td>
<td>0.01</td>
<td>0.05</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>-1.08</td>
<td>1.17</td>
<td>7.00</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>-2.08</td>
<td>4.33</td>
<td>4.33</td>
</tr>
<tr>
<td>Total</td>
<td>25</td>
<td></td>
<td></td>
<td>19.84</td>
</tr>
</tbody>
</table>

Based on the data in Table 10, we find the sample variance: \(\frac{D - 19.84}{25} = 0.79\). At a significance level of 0.05, for the last two samples we test the null hypothesis: \(H_0: M(X) = M(Y)\) with the alternative hypothesis \(M(X) > M(Y)\). To that end, we calculate the observed value of the approximate test for the samples under consideration using formula (17) to obtain Zobs = 2.40.

The critical section is right-sided. We find the critical point by the formula: \(F(\text{Zcr}) = (1 - 2 \alpha)/2 = (1 - 2 \cdot 0.05)/2 = 0.45\). According to Laplace's function table, we find Zcr = 1.64. In contrast to the sample for testing the second-year students, in this case, we have inequality Zobs > Zcr, \(2.40 > 1.64\).

This means that the control and experimental group samples belong to different parent populations. The result can be interpreted as follows: the students in the experimental group have significantly higher Numerical Methods competence obtained in the ILS that generates a set of possible learning paths based on different abilities and background knowledge of the system users than the students in the control groups.

4. Discussion

The above model of information interaction of the intelligent learning system components aims to solve general and (or) specific tasks arising in ILSs, namely to assess students’ individual abilities and the knowledge acquired, to generate an individual learning path, to form information content from the knowledge database, and to monitor the acquired competencies in real time mode. The tasks are carried out by means of software from among the information support and by implementing the information functions of the intelligent instructional components in the ILS.
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